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Abstract— Transformer failure may occur in terms of 
tripping, resulting in an unplanned or unseen failure. 
Therefore, a good maintenance strategy is an essential 
component of a power system to prevent unanticipated 
failures. Routine preventive maintenance programs have 
traditionally been used in combination with regular tests. 
However, in recent years, predictive maintenance has become 
prevalent due to the demanding industrial needs. Due to the 
increased requirement, utilities are persistently looking for 
ways to overcome the challenge of power transformer failures. 
One of the most popular ways for fault prediction is data 
mining. Data mining techniques can be applied in transformer 
failure prediction to provide the possibility of failure 
occurrence. Thus, this study aims to identify the common data 
mining techniques and algorithms that are implemented in 
studies related to various transformer failure types. The 
accuracy of each algorithm is also studied in this paper. A 
systematic literature review is carried out by identifying 160 
articles from four main databases of which 6 articles are 
chosen in the end. This review found that the most common 
prediction technique used is classification. Among the 
classification algorithms, ANN is the prominent algorithm 
adopted by most of the researchers which has provided the 
highest accuracy compared to other algorithms.  Further 
research can be done to investigate more on the transformer 
failures types and fair comparison between multiple algorithms 
in order to get more precise performance measurement.  

Keywords—transformer failure prediction, data mining, 
systematic literature review, data mining algorithms, 
classification.  

I. INTRODUCTION 
Power transformers are robust and efficient electrical 

equipment that play a vital role in providing consumers with 
electricity at sufficient voltage levels. However, over the 
years, power transformers have undergone changes in their 
reliability and operational lifetime. This is mainly due to the 
heavy loading of the equipment, which is driven by the need 
for higher profits and the hesitancy of power companies to 
invest in new facilities in a competitive market environment 
[1]. As a consequence, disruptions in the power system is 
becoming a major concern to industrial and commercial 
customers. Utilities are persistently looking for ways to 
overcome these industrial challenges and to remain relevant 
in the changing marketplace by adopting different 
maintenance approaches. Initially traditional maintenance 
methods were used in combination with regular tests [4,5].  

However, in recent years, predictive maintenance (PdM) 
has become broadly used because it enables improved 
productivity and save operating costs in diverse industries, 
such as manufacturing, infrastructure, healthcare and energy. 
PdM involves using data analysis to predict fault and thus 
maintain electronic equipment, production machinery and 
infrastructure systems more effectively and efficiently than 

conventional approaches, such as corrective maintenance 
(CM) and preventive maintenance (PM) [2,3]. Failure or 
fault prediction is where the relevant information on 
potential defects are analyzed in order to predict the defect 
dynamically and promptly and to notify the defect prevention 
mechanism. When an anomalous change in a system 
resource is detected, the fault prediction mechanism is 
activated to predict the potential fault. It is not intended to 
adjust the system, but informs the fault prevention 
mechanism of the forecast fault in a timely manner. For an 
instance, the monitoring function noticed that a node is 
running out of battery. The prediction mechanism is 
therefore activated to estimate the remaining life of the 
node's battery.  

One of the approaches in developing fault prediction 
model is through data mining. Data mining is a non - trivial 
process for extracting hidden, unknown and potentially 
useful information from large databases [6] where the 
process involves two fields which are computer science and 
statistics [7]. Data mining comprises of several techniques 
that can be applied on varying datasets. According to [8], 
most commonly used techniques in developing predictive 
models are classification and regression. Classification is 
used to classify each item into one of the predefined classes 
or groups in a set of data [9]. For an example, in power 
transformer system, a new target class can be set and named 
as “fault prone” or “non-fault prone”, where the classifier 
assigns the transformers to a target class based on the 
identified pattern from the given variables. Regression, on 
the other hand, is very useful to identify the correlation 
between different variables. For an instance, in a substation 
transformer system, trip data and defect data are two 
variables and regression is mainly used to check the 
relationship between these variables. In simple terms, 
regression is used when the variables are continuous like 
numbers whereas classification is used for the categorical 
variables [10]. Data driven approach is widely used in power 
systems to detect, classify and diagnose defects using neural 
networks, decision trees and support vector machines 
[16,18]. 

In this study, a systematic review of existing literatures is 
performed to identify the common data mining techniques 
used in power transformer failure prediction. Various data 
mining algorithms, failure types and the predictive models’ 
accuracy are presented in this review. The accuracy of 
prediction model plays a vital role in order to adopt 
reasonable measures to anticipate and avoid possible internal 
failures in power transformers. Rest of the paper is organized 
as follows: Section II discusses on the related works 
pertaining to the data mining theories and techniques adopted 
by other researchers. Section III reviews on the methodology 
used in this study whereas the results and discussion are 
presented in Section IV and the conclusion is done in Section 
V. 
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II. RELATED WORKS 

A. Artificial Neural Networks (ANN) 
 The concept of ANN is basically introduced from the 
subject of biology where neural network plays an important 
role in human brain [23]. Neural Network is just a web of 
inter connected neurons. In the neural network, the most 
basic information processing unit is the neuron. They are 
organized in three or more layers, such as the input layer, one 
or several hidden layers and single output layer [37]. ANN 
method can be used to recognize the hidden relationships 
between the dissolved gases and the fault types through 
training process.  

 ANN was introduced by [26] in the power systems fault 
detection in 1996. Reference [22] used ANN to predict the 
lightning surge and it was found that ANN can be used 
directly to assess a certain network's risk of failure or 
indirectly to determine which type of lightning arrester, 
maximum cable length, or cable insulation level should be 
used to meet a certain risk of failure. In studies conducted by 
[11, 15, 16, 23], ANN was vastly used to classify the 
transformer fault condition based on historical data for 
dissolved gas analysis. Based on the study conducted by 
[23], ANN’s successful development was able to predict the 
incipient fault in the power transformer using dissolved gas 
concentration.  

B. Support Vector Machine (SVM) 
SVM is defined as a statistical learning concept with an 

adaptive computational learning method. This learning 
technique uses input vectors to map nonlinearly into a 
feature space whose dimension is high [38]. Reference [24] 
used SVM for estimation of fault type and distance in a long 
transmission line of the power systems. While SVM gives 
good accuracy, the time consumed for the training, however 
makes the task complex and lethargic. Reference [39] 
mentioned that selection of proper SVM parameters is very 
important for good generalization performance and high 
accuracy in fault location and classification of transmission 
line. 

According to [25], SVMs were initially developed to 
solve the classification problems, however recently they 
have been extended to the domain of regression problems. 
This is because SVM is deep rooted in statistical learning 
which describes the machine learning properties that allow 
them to generalize the unseen data well whereas SVR’s 
(Support Vector Regression) goal is to find a function that 
predicts training data’s target value with a deviation of at 
most  while requiring this function to be as flat as possible.  

  

C. Decision Tree (DT) 
The Decision Tree is a tree structure, which is mainly 

composed of nodes and branches, and the nodes contain leaf 
nodes and intermediate nodes. The intermediate nodes are 
used to represent a feature, and leaf nodes are used to 
represent a class label. The Decision Tree can be used for 
feature selection [40]. The attributes that appear in the 
Decision Tree nodes provide important information to 
promote classification. 

Decision tree (DT) based artificial intelligence 
techniques were already used in transformer fault prediction 

[29–31]. These studies demonstrate the effectiveness of the 
DT based algorithms. Moreover, DT based techniques were 
also used for condition monitoring, assessment, fault 
diagnosis and repair actions [32, 33]. These studies prove 
the efficiency of the DT technique in similar areas. 
Reference [27] applied DT for feature selection and then 
carried on the bearing fault diagnosis with the kernel 
neighborhood fractional multiple support vector machine 
(MSVM). In a study pertaining to fault detection in three 
phase transformer, [28] explored decision tree using 
differential protection scheme. Based on the test results, it 
was found that the decision tree method is the best in 
classifying fault prediction with higher sensitivity and 
accuracy as compared with linear model.  
 

D. Naïve Bayes (NB) 
Bayesian classifier is a statistical classifier and 

supervised learning technique. It predicts class membership 
probabilities. Reference [41] mentioned that NB classifiers 
show high accuracy and speed when applied to large 
databases. According to references [42, 43], NB uses not 
only a small amount of training data, but also works at 
simple structure, fast calculation speed and high accuracy. 

Reference [36] used NB classifier for the transformer 
fault analysis. The different testing scenarios showed that 
the NB diagnosis model constructed has a good performance 
given complete testing data. In a study carried out by [34], 
few algorithms were used namely Naïve Bayes, Random 
Forest, J48, Bagging, IBk (KNN in WEKA tool) and 
Logistic Regression. It was found that the Random Forest 
algorithm performs better than Naïve Bayes and Naïve 
Bayes has an advantage over IBk. In another study, [35] 
employed KNN and Naïve Bayes classifiers for the 
diagnosis of insulating oil used in power transformers. 
Based on the evaluation using Duval triangle reports, it was 
found that the KNN algorithm provides the highest accuracy 
rate than the Naïve Bayes algorithm.  
 

III. METHODS 
      This systematic literature review includes 160 papers 
published between year 2008-2018. Title search is 
performed based on the keywords: (Transformer AND 
Failure AND Prediction AND Model). Four main databases 
are identified for article searching namely IEEExplore, 
Science Direct, Google Scholar and ACM. Total of 160 
articles are identified and these articles are screened through 
for any duplicates. Total of 41 duplicate records are 
removed. From the remaining 119 articles, another 96 
articles are removed based on the inclusion and exclusion 
criteria, leaving only 23 eligible full text articles. Further 
eligibility screening process is done to remove the articles 
that do not contain sufficient information. Finally, total of 6 
eligible articles are selected for this review. These articles 
are summarized in Table I.    
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TABLE I.  SUMMARY OF ARTICLES 

Source  Year  Article type Citationa 
[11] 2012 Conference 42 
[12] 2013 Journal  14 
[13] 2015 Journal  9 
[14] 2017 Journal 1 
[15] 2012 Conference  36 
[16] 2009 Conference  24 

a. Taken from Google Scholar as of 14th February 2019 

 
      The main inclusion criteria for this study are as follow: 

a. studies that adopted data mining technique for 
developing transformer failure prediction model 

b. studies that focused the overall accuracy of the 
adopted algorithms. 

Apart from these criteria, any study would be excluded 
if the subject matter is not related to transformer failure 
prediction. For example, smart meter failure prediction, 
electricity consumption prediction, or any study that gives 
general reviews are all excluded from the literature review. 
In addition, any study which compares the algorithms but 
does not analyze their accuracy are also excluded. This 
paper follows the guidelines provided by [17] for 
performing the systematic literature review. Following these 
guidelines, the systematic literature review is done in four 
stages as shown in Figure 1. 
 

 

Fig. 1. Systematic literature review flowchart  

 

IV. RESULTS AND DISCUSSION 
Based on the systematic literature review performed, it is 

discovered that the popular data mining technique used for 
transformer failure prediction is classification. Based on 
table II , dissolved gas analysis is the most studied failures of 
transformers by researchers. For more than 30 years, the 
dissolved gas analysis (DGA) has been used to assess the 
condition of operating electrical transformers [11,16]. Other 
types of failure studied include leakages, oil insulation and 
other anomalies. Based on the review performed, it is found 
that several algorithms are explored in each study and the 
models’ accuracy is studied. The most frequently used 
algorithms for predicting failures are artificial neural network 

(ANN), decision tree (DT), support vector machine (SVM) 
and Naïve Bayes (NB) where ANN produced the most 
accurate outputs for most of the studies. In the study 
conducted by [11], it is found that the majority of the 
techniques used in transformer failure prediction is neural-
network (NN) classifier. This is also confirmed by [19-21].  

Nonlinear decision functions, such as NN, SVM with 
Gaussian kernels, or local linear regression is able to 
theoretically provide slightly better performance than linear 
classifiers or regressors [11]. Using real test cases, [12] 
demonstrated that the trained ANN is able to detect 
irregularities that could potentially lead to positive results 
with an accuracy of 97.4 %. While ANN produced more 
accurate results in [11,12,15,16], however, [11] argues that it 
is hard to choose between high performing algorithms like 
SVM and ANN as their performance is comparable, and after 
conducting few repeated experiments, ANN is found to be 
the best classifier. The second most popular algorithm 
adopted by researchers is DT with 85% of accuracy [13]. 
Interestingly, in the case of power transformers with 
fluctuations or relatively stable operating conditions, DT 
achieved better performance [13]. Reference [14] stated that 
it is however, unclear to identify the best criteria where 
decision trees or random forests are concerned but then 
limiting the number of leaves is found to have a positive 
effect on performance. The study conducted by [14] proved 
that predictive model with the best performance is SVM 
which achieved 77% of accuracy compared to DT. While 
ANN is the prominent algorithm used in many studies, all of 
these techniques have their own characteristics and 
researchers are persistently looking ways to achieve highest 
accuracy to predict the possible failures. New algorithms 
must therefore be developed using advanced optimization 
techniques. 

TABLE II.  DATA MINING (DM) TECHNIQUES AND 
ALGORITHMS 

Source Transformer 
failure types 

DM 
Technique 

DM 
Algorithms 

Accuracy 
(%) 

[11] Irregular 
dissolved gas 
concentration  

Classification ANN 82

SVM 80

[12] Leakage and 
other anomalies 

Classification ANN 97.4

NB 95.9

DT 95.9

[13] Irregular 
dissolved gas 
concentration 

Classification  DT 85

SVM 82

[14] Irregular 
dissolved gas 
concentration, 
transformer oil 
insulation 

Classification SVM 77

DT 70

[15] Irregular 
dissolved gas 
concentration 

Classification ANN 93.5

[16] Summary on 
transformer faults 
(irregular 
dissolved gas, 
leakage and 
loading) 

Classification  ANN 96.8

 

307

Authorized licensed use limited to: UNIVERSITY TENAGA NASIONAL. Downloaded on July 06,2020 at 09:08:32 UTC from IEEE Xplore.  Restrictions apply. 



V. CONCLUSION 
This paper focused on reviewing data mining techniques 

and algorithms for developing the transformer failure 
prediction model. The model’s performance is evaluated 
based on its accuracy. It is found that for dissolved gas 
failure type, the most prominent technique used is ANN. 
Whereas for other failure types, there is a requirement for 
further experiment using different types of input and 
algorithms in order to have a more reliable prediction. 
Further research also needs to be carried on to discover more 
transformer failure types and the best algorithms to predict 
those failures. 
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