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Abstract Developing autonomous systems that operate successfully in dynamic environ-
ments entails many challenges. Researchers introduce the concept of adjustable autonomy to
mitigate some of these challenges. Adjustable autonomy enables a system to operate in differ-
ent autonomic conditions and transfers control between the system’s operators. To gauge the
extent to which such autonomy has been studied, this paper presents a systematic literature
review of adjustable autonomy. It reviews 171 research papers and examines, in detail, 78
research papers. The review provides a fundamental understanding of adjustable autonomy
and its application in multi-agent systems. The paper contributes to (1) identifying adjustable
autonomy approaches and evaluating their utility, (2) specifying the requirements of formu-
lating adjustable autonomy, (3) presenting adjustable autonomy assessment techniques, and
(4) exploring the adjustable autonomy research and identify the research gaps.

Keywords Adjustable autonomy - Flexible autonomy - Autonomy assessment - Software
agent - Multi-agent system - Systematic literature review (SLR)

1 Introduction

Autonomous systems are gradually incorporating flexibility in operational sectors (Ball and
Callaghan 2012). Their role is expanding to cover many public and personal applications.
Nowadays, the services provided by autonomous systems have become substantial parts of
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humans’ lives. The next leap of technological advancement in this field, it seems, is the ability
of machines to interact with complex environments and autonomously perform tasks with
minimum humans’ intervention (Truszkowski et al. 2009). Examples of autonomous systems
are different types of unmanned system, robots, smart home et cetera.

Developing an autonomous system to do some tasks on behalf of humans are fraught with
software and hardware challenges (Pratihar and Jain 2010; Zieba et al. 2011). The challenges
result from dealing with the environment’s dynamism complexity, high workload and risk
assessment measures (Mostafa et al. 2013a; Valero-Gomez et al. 2011). These challenges
mandate the need for maintaining human’s global control over autonomous systems in order to
avoid autonomy surprises (Alan et al. 2014; Mostafa et al. 2013b). Subsequently, researchers
propose adjustable autonomy to manage systems’ autonomy and maintain human’s global
control over the systems’ autonomous behaviors (De Visser et al. 2008). Another critical
challenge is to produce a deliberative artifact that works in a dynamic environment and
performs in a viable manner (Bibel 2010; Ceballos et al. 2011).

Subsequently, autonomy and autonomous systems have aroused the interest of many
researchers in software agents and multi-agent systems due to agents’ different capabilities,
e.g., autonomy, intelligence, situatedness and embodiment (Py et al. 2010; Hexmoor et al.
2012). The multi-agent systems paradigm reinforces the concept of autonomy to be much
more significant as autonomy is a core characteristic of software agents (Hexmoor et al. 2012;
Codognet 2011; Patrascu and Dragoicea 2014). Adjustable autonomy supports the agents
with a graded autonomy properties. These properties manifest flexibility and reliability to
the agents’ performance (Mostafa et al. 2013b, c).

The scope of this paper is a Systematic Literature Review (SLR) that covers adjustable
autonomy and its application in agent-based systems. The study targets understanding the
autonomy distribution among agents and humans in systems. The motivation behind the
paper is to facilitate the understanding of adjustable autonomy and promote its application
technology. The objective of the paper is to review existing adjustable autonomy models’
formalization, development, and, assessment. Subsequently, the paper discusses a number of
adjustable autonomy research issues and extracts the underlying research questions. Conse-
quently, the paper attempts to answer the following questions using the Brereton et al. (2007)
guidelines for a SLR:

1. Whatare the main requirements of building adjustable autonomy for multi-agent systems?

2. How to assess the ability of adjustable autonomy that satisfies a domain’s autonomy
requirements of multi-agent systems?

3. What are the shortcoming and possible points of improvement in adjustable autonomy
research?

This section introduces the scope, motivation, objectives, and research questions of the
paper. Section 2 presents the research motivation of adjustable autonomy. Section 3 presents
the research methodology of a systematic literature review to complete this work. Section 4
illustrates the concept of adjustable autonomy. Sections 5, 6 and 7 review the literature
on adjustable autonomy approaches formalization and areas of application in agent-based
systems. Section 8 presents the various adjustable autonomy assessments methodologies,
attributes and techniques. Section 9 presents the milestones of the adjustable autonomy
research and possible gaps. Finally, Sect. 10 summarizes the paper’s contents and contribu-
tions.
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2 Motivation

Users are intimidated by the ability of autonomous systems to make decisions on their own due
to different reasons including the presence of risk and the absence of trust, and confidence
(Valero-Gomez et al. 2011; Sadaghiyani 2011). There is a fear that autonomous behavior
could wreak havoc and cause harm, fatalities, or catastrophes (Alan et al. 2014; Schurr
2007; Scerri et al. 2009). Subsequently, autonomous systems are still human-dependent.
This dependency has a positive impact on systems’ performance, especially, in dynamic,
complex and interactive environments (Ball and Callaghan 2011; Mostafa et al. 2014b).
Humans’ contributions in such environments increase the initiative and awareness of the
systems (Zieba et al. 2010; Johnson et al. 2012).

In agent-based autonomous systems, giving agents absolute control over their actions is a
risky practice (Mostafa et al. 2013b; Sadaghiyani 2011). Obviously, it is impossible for the
agents to have a global knowledge about their environments (Fleming and Cohen 2004). The
agents decide based on some local states and theoretically, the agents cannot always make
optimal decisions, which justify the need for adjustable autonomy. Adjustable autonomy
facilitates sharing control among different operators (Bradshaw et al. 2004; Durand et al.
2009). It is widely adopted to manage the autonomy of humans and agents in systems.

While adjustable autonomy is considered as a successful approach, it shows some crucial
deficiencies. Human-dependency has a negative impact on systems where many operators
are involved in the control (Fleming and Cohen 2004; Mostafa et al. 2015a). The interactions
and autonomy adjustment result in continuous interruptions. The interruptions cause distur-
bances that make the system destabilized, dependent, and slow (Johnson et al. 2012, 2014).
The problem is exacerbating when there are communication delays or progressive decisions
(Schurr et al. 2009; Rogers et al. 2012). Consequently, in adjustable autonomy, there are still
many aspects that need to be further studied and improved (Bradshaw et al. 2003; Zilberstein
2015). Schurr et al. (2008) among others, stated that “adjustable autonomy in teams is an
inherently distributed and complex problem that cannot be solved optimally and completely
online.”

3 Research methodology

The research methodology of this work encompasses a Systematic Literature Review (SLR)
(Brereton et al. 2007). The SLR entails formulating a number of research questions to be
investigated (Jatoth et al. 2015). It explicitly describes the applied methods for reviewing a
topic of interest including identifying the relevant materials, exploring the current research
trends, presenting the achievements, evaluating the research gaps, and reporting the findings
(Calero et al. 2013).

In this paper, we identify, record, classity, synthesize and report adjustable autonomy
research by a SLR. Our aim is to gather and transfer the research state to the interested
communities. To the best of our knowledge, no SLR has been made on adjustable autonomy.
Subsequently, a research methodology that adopts the SLR is not available. The methodology
of the SLR is adopted from Brereton et al. (2007) guidelines. The guidelines consist of three
phases and their corresponding steps (Brereton et al. 2007). It provides protocols and methods
that help on setting the frame and flow of the SLR. It is applied in many SLR studies within
the software engineering domain e.g., Calero et al. (2013) and Jatoth et al. (2015). Figure 1
shows the SLR methodology based on Brereton et al. (2007).
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Fig. 1 The SLR methodology

3.1 Plan review

The plan review phase provides a detailed proposal for conducting the review. It consists of
three steps that are performed to identify the research scope, specify the research questions
and develop the review protocol.

Identifying the research scope is an important step of the SLR. It determines the extent
of the relevant research area that the review covers. This step also ensures that the selected
scope is not covered in other similar SLRs. Consequently, we search the well-known research
scholar digital libraries to verify that there is no SLR that has been made on adjustable
autonomy topic. The scope covers the review of the literature in adjustable autonomy and its
applications in which humans and agents operate autonomous systems.

Three research questions are specified to identify the research points of interest and extract
the critical outcomes. The questions are empirical methods that shape the scope and outcomes
of the SLR. Table 1 presents the research questions and their corresponding objectives.

The review protocol defines the review plan including the review process, conditions and
quality measures of a conducted SLR study. It determines search strategies that refine the

Table 1 The research questions and objectives

Question (Q) Objective (O)

Q1: What are the main requirements of building O1: To formulate a general framework for
adjustable autonomy for multi-agent systems? building adjustable autonomy of multi-agent

systems

Q2: How to assess the ability of adjustable 02: To provide a comprehensive view of what
autonomy that satisfies a domain’s autonomy have been achieved in adjustable autonomy
requirements of multi-agent systems? research, applications and assessment

Q3: What are the shortcomings and possible 03: To identify the gaps and future directions of
points of improvement in adjustable autonomy adjustable autonomy research
research?
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Table 2 The elements of the systematic research plan

Element Specification

Context A systematic review on adjustable autonomy that provides a global
understanding of the topic, presents what have been achieved, and addresses
a number of research issues

Objectives The objective of the review is to answer the proposed three research questions
that concern with adjustable autonomy research development, assessment
and gaps

Methods The methods used in the systematic review process are data source selection,

filtering, classification, analysis, synthesis, and reporting

Results The results of the review are general requirements for building adjustable
autonomy, examples of adjustable autonomy modeling, application and
assessment, and a number of research opportunities for adjustable autonomy

Conclusion A brief illustration of the objectives successful achievement and the review
critical outcomes

review scope, and the data source selection criteria (Calero et al. 2013). Ultimately, the review
protocol ensures the consistency and minimize the bias of the study. We implement the review
protocol according to the guidelines of Brereton et al. (2007) and the SLR example of Jatoth
et al. (2015). Table 2 shows the elements of the proposed systematic review plan. They are
further detailed within this section and applied in the coming sections.

3.2 Conduct review

The conduct review phase implements the review process. It is represented by three steps
that are performed to select the relevant studies, extract the required data and synthesize the
data.

3.2.1 Initial search

The initial search is performed to build the review database. The source of the data is a
number of digital libraries that are accessed online including Association for Computing
Machinery (ACM), Google Scholar, IEEE Xplore, Science direct, and Springer link. These
libraries provide an access to high-quality technical articles of adjustable autonomy topic.
The search query used is adjustable autonomy. The overall extracted and viewed papers in
the initial search are 360.

3.2.2 Intermediate search

The intermediate search is performed to determine the relevant and irrelevant papers to the
conducted review. The conditions for the papers’ inclusion of the intermediate search are:
(1) the paper must have a key name adjustable autonomy, (2) the publication date of the
paper is between 2003 and 2015, (3) the paper has four pages’ length or above, (4) the paper
has a clear contribution to adjustable autonomy theory or application. The objectives of this
search are to extract papers, keywords, and search conditions in order to find relevant papers
and filter out the irrelevant papers. The following table summarizes the intermediate search
steps.
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Intermediate Search

Stepl: Retrieve an article;

Step2: Perform a quick study to the article;

Step3: Gather relevant data of the article;

Step5: Decide on the article’s inclusion or exclusion;
Step4: Extract the included article’s keywords;
Step5: Filter out the unrelated keywords;

The selected papers in the intermediate search in total are 171 after filtering out the
irrelevant papers that do not fulfill the four conditions. The selected keywords in total are 10
and some of the keywords have a number of synonyms. The keywords selection is based on
their relevance to the research scope and frequency of occurrence. We configure the keywords
and their synonyms in the intermediate search as follows:

adjustable autonomy, flexible autonomy, adaptive autonomy, mixed initiative,
autonomous agent, multi-agent system, teamwork, interaction, autonomous system,
assessment

3.2.3 Final search

The final search is performed to determine the most relevant papers for the review. The search
condition is to exceed the keywords matching threshold. The following formula is used to
set the bias for the papers’ inclusion or exclusion threshold.

ki
2w
pY
where R is the papers’ relevance ratio of a particular year, y, k is a number of the matched
keywords, n is the total number of the proposed keywords, p is the number of the initial

papers in a particular year.
Then, formula 2 determines the included and excluded papers.

RY = ey

included, R’ < 1’:—"
excluded, otherwise

S ki) = (@)

The final number of selected papers is 87 and the number of excluded papers in total
is 84. The total number of used references is 99. It includes the final number of selected
papers for review, 87; the papers of the key contributors, 7; and 5 additional necessary
references. Table 3 shows the relevance of the papers according to the year of publica-
tion.

Figure 2 shows the adjustable autonomy research relevance against the publication years
which covers the years between 2003 and 2015. The highest relevance scores for the review
topic are in 2008 and 2014 and the lowest is in 2005.

The contents of the required data are extracted from the selected papers and classi-
fied into a number of sections that are associated with the research objectives. A detailed
examination is performed on the data which results in a number of outcomes. The syn-
thesis of the outcomes represents draft solutions to Q1 and Q2 which include adjustable
autonomy approaches, requirements applications, and assessment. After several rounds of
analysis on a number of proposed adjustable autonomy models, we are able to identify five
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Table 3 The relevance measure of the papers

Year Initial R Excluded Included
2003 7 0.54 4 3

2004 9 0.46 4 5

2005 5 0.58 3 2

2006 14 0.52 7 7

2007 8 0.42 5 3

2008 16 0.61 6 10

2009 11 0.55 4 7

2010 15 0.47 7 8

2011 17 0.39 11 6

2012 19 0.71 10 9

2013 16 0.60 7 9

2014 23 0.57 10 13

2015 11 0.52 6 5

Fig. 2 Papers’ distribution according to the publication years
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research gaps. The gaps are illustrated in Sect. 9 and hence, providing potential solutions to

Q3.

3.3 Document review

The review is documented in four sections. The first section introduces a general description
of the study. The second section summarizes the adjustable autonomy’s reported data. The
report reflects the literature solutions to the review questions. The validation of the report is
considered only if the research works have common and clear directions, otherwise, they are
excluded. The validation improves the report structure and shapes its flow.
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4 The concept of adjustable autonomy

The abstract view of a system’s autonomy is the ability of the system to make unaided deci-
sions. The literature proposes two main concepts of autonomy, which are absolute autonomy
and adjustable autonomy. Absolute autonomy is a general implicit concept of autonomous
agents, whereby autonomy is considered as an emergent property of an agent (Dallaire et al.
2014). Therefore, an agent’s internal state has an absolute control over the agent’s behavior
(Wilson et al. 2014). The agent autonomously generates its goals and decides on its actions.
Particularly, the agent’s proactivity and reactivity conditions to perform particular actions
determine its autonomy. The agent’s designers setup its autonomy during the design stage
and the agent implicitly comply with its desires (Patrascu and Dragoicea 2014; Magill and
Erden 2012). The dependence or external controls that the agent encounters is considered
as complementary to its interactions (Myers and Morley 2003; Ermon et al. 2012). Hence,
there is no explicit representation, formulation, measurement, distribution, and adjustment
to autonomy (Patragcu and Dréagoicea 2014; Luck et al. 2003).

The main reasons behind the adaptation of the absolute autonomy approach are: (1) there
is no essential need to formulate an autonomy model, and (2) to avoid the complications of
using an explicit model to autonomy. A key aspect of advanced autonomous systems is their
ability to concurrently communicate and cooperate with each other in order to fulfill differ-
ent situations’ constraints (Jennings et al. 2014; Vecht et al. 2008). However, autonomous
systems’ operators of humans and agents operate at different levels of ability, intelligence,
and authority which mandates adjustable autonomy (Birk and Pfingsthorn 2006; Cote et al.
2013; Mostafa et al. 2014a).

The concept of adjustable autonomy is introduced in the late Nineties. In this review,
we could not specify who originates the concept as the research focuses on the increasing
literature from 2003 to 2015. Nevertheless, the historical character of the paper on this new
and strategic domain mandates the acknowledgment of the key contributors to this research
domain including Ferguson et al. (1996), Dorais et al. (1999), Musliner and Pell (1999),
Falcone and Castelfranchi (1999), Scerri and Reed (2001), Bradshaw et al. (2001), and
Goodrich et al. (2001).

Adjustable autonomy or also known as adaptive autonomy is a means to formulate a flex-
ible autonomy to a system’s operators (Durand et al. 2009; Bradshaw et al. 2003; Luck et al.
2003). It provides an autonomous system with a variable autonomy in which its operators have
the options to work in different autonomy states (Zieba et al. 2010; Scerri and Reed 2001).
Adjustable autonomy enables operators to share, oversight, or intervene control in order to
avoid impasses (Moffitt et al. 2006; Alzahrani et al. 2013). Some of the commonly accepted
definitions of adjustable autonomy or adjustable autonomous system in the literature are:

e Scerri and Reed (2001) define an adjustable autonomous system as “an intelligent system
where the distribution of autonomy is changed dynamically to optimize overall system
performance.”

e Moffitt et al. (2006) define adjustable autonomy as “a mechanism through which an
operator delegates authority to the system that can be taken back or shared dynamically
throughout mission execution.”

e van der Vecht (2009) defines adjustable autonomy as “dynamically dealing with external
influences on the decision-making process based on internal motivations.”

e Ziebaetal. (2010) define adjustable autonomy as “the property of an autonomous system
to change its level of autonomy while the system operates. The human operator, another
system or the autonomous system itself can adjust the autonomy level.”
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5 The approaches of adjustable autonomy

Different approaches are proposed for adjustable autonomy to resolve some of the auton-
omy problems. Based on our review, the adjustable autonomy’s main approaches are
teamwork-centered, supervised, degree-based, level-based, sliding, policy-based and predic-
tive approaches. These approaches mainly focus on plan generation (Mostafa et al. 2013b),
agent behavior (Bradshaw et al. 2004), autonomy measurement and adjustment (Rajabzadeh
2014) and human—agent interaction (Petersen and Von Stryk 2011) aspects. The aim of the
approaches is to enhance the autonomy distribution dynamism, reduce human workload and
decrease system disturbance (Truszkowski et al. 2009; Zieba et al. 2011; Mostafa et al. 2015a;
Mofftitt et al. 2006). The following illustrates the main approaches to adjustable autonomy.

5.1 The teamwork-centred approach

This approach is also known as a mixed-initiatives adjustable autonomy. It structures and
draws operators’ (agents and humans) autonomy margins in a system to work in a cohesive
unit as teamwork (Bradshaw et al. 2003). Basically, it gives the operating control for specific
activities of the system to agents and other specific activities to humans so as to work in a
collaborative manner (Freedy et al. 2008).

5.2 The supervised approach

In this approach, agents’ control most of the system’s activities but humans monitor and
maintain (or ‘adjust’) some of the system’s activities whenever necessary to avoid its failure
(Ziebaetal. 2011; Valero-Gomez et al. 201 1; Bradshaw et al. 2002). The adjustment transfers
the decision of critical, uncertain, or unseen situations from the agents to the humans (Johnson
et al. 2012; Petersen and Von Stryk 2011). Subsequently, the agents revert to operation after
the humans readjust the autonomy of the agents.

5.3 The degree-based approach

It is also known as the dialed approach which is one of the simplest approaches to adjustable
autonomy (Moffitt et al. 2006). It considers a linear scale autonomy adjustment in which the
autonomy transfers between two ends, non-autonomous and fully-autonomous and mixed-
autonomy in between (Mostafa et al. 2014a). The autonomy degrees correspond to some
autonomy properties that direct agents’ behavior as shown in Fig. 3.

The autonomy adjustment can be internally performed by the agents or externally by
humans or other systems. It is performed by changing the autonomy degree value based on
some autonomy measurement formulas (Roehr et al. 2010; Bush et al. 2012). This approach

degree 1 properties

N

autonomy degrees <

Fig. 3 A representation of the degree-based adjustable autonomy

¥,

degree n properties
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level 1 properties

autonomy levels

level n properties

Fig. 4 A representation of the level-based adjustable autonomy

is considered as an efficient adjustable autonomy as the adjustment reaches the behavior level
of the agent. However, it is efficient in systems with a limited number of actions (Moffitt
et al. 2006).

5.4 The level-based approach

This approach hierarchically manages the autonomy of the agents (Reed 2005). The autonomy
levels are distributed to agents based on certain conditions. An autonomy level has specific
autonomy properties that direct an agent’s authority of operations as shown in Fig. 4. An agent
might strictly correspond to an autonomy level (Patrascu and Dréagoicea 2014), or can switch
between different autonomy levels (Huber 2007). The adjustment implements the operations
of adding, suspending, blocking and/or terminating agents or some of their behaviors or goals
(Moffitt et al. 2006). Agents that practice unconstraint behaviors and perform different types
of actions are said to have high autonomy level and vice versa.

However, this approach lacks the flexibility of autonomy distribution and adjustment. It
distributes the autonomy to agents according to a delegated operation or plan (Roehr et al.
2010). The operational autonomy distribution is mainly fixed during the design stage and the
autonomy adjustment is mainly performed by humans.

5.5 The sliding approach

It is an adjustable autonomy approach that provides a slider as an autonomy distribution and
adjustment mechanism (Roehr et al. 2010; Sellner et al. 2006). The slider gives the flexibility
to adjust (increase or decrease) the autonomy dimensions or its options by a user (Lin and
Goodrich 2015). The adjustment constrains the agents’ choice of operations. For instance,
Brookshire et al. (2004) proposed a sliding approach to distribute autonomy among agents.
The slider is manually adjusted by a human operator to determine the responsible agents for a
task achievement. Sellner et al. (2006) went further with sliding autonomy by proposing two
authority modes: Mixed-Initiative Sliding Autonomy (MISA) which gives the authority to a
human operator to intervene agents and System-Initiative Sliding Autonomy (SISA) which
allows agents to decide on seeking assistance from a human. While this approach allows
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sharing of tasks between system operators, it is insufficient for critical time and dynamic
systems (Schurr et al. 2009). The sliding autonomy has the limitations of the level-based
approach. In addition, the sliding autonomy application is extensively opened to application
domains’ constraints (Mercier et al. 2008b).

5.6 The policy-based approach

This approach entails a set of policies that the agents of a system submit to Cote et al. (2013).
The policies represent principles of action that define agents’ behaviors in a system (Beal
et al. 2010). The policies allow an agent to perform without explicit human interference.
Autonomy adjustment by a human is not primary during runtime, hence, the agent by itself
performs autonomy assessment and adjustment which reduce system disturbances and human
workload (Alzahrani et al. 2013; Wallace and Henry 2008). The policy-based approach limits
agents’ actions choice to some permitted actions that are scoped by a system’s policies.
However, the policies cannot cover a wide range of aspects which make the approach useful
for a limited domain of applications. Nevertheless, agents can seek human assistance via
interfaces (Myers and Morley 2003). The interface design for such purpose and in dynamic
systems is found to be challenging (Moffitt et al. 2006).

5.7 The predictive approach

This approach analyzes the performance of a system by studying the behaviors of agents
in order to distribute autonomy among them (Bush et al. 2012). Some adjustable autonomy
models use predictive displays in a real-time simulator to decide on the autonomy distribu-
tion as in the recent National Aeronautics and Space Administration (NASA) Mars projects
(Truszkowski et al. 2009). The objective is to adjust a system’s autonomy based on its simu-
lation estimated results. The significance of this approach is minimizing system disturbances
that result from the autonomy distribution via the prediction mechanisms (e.g., reducing re-
planning cost). The disadvantage of the approach is its high cost. It is only applicable and
useful for highly uncertain and ambiguous environments.

6 Formulating adjustable autonomy

There are many opinions and diverse understanding of what adjustable autonomy is and how it
can be efficiently formulated. Formulating adjustable autonomy entails a number of require-
ments. The most visible requirements for building adjustable autonomy for an individual
agent or a multi-agent system are autonomy representation, measurement, distribution, and
adjustment. It also includes formulating Human—Agent Interaction (HAI) mechanisms and
entails autonomy assessment techniques. We comprehensively discuss each of these in the
following subsections. Figure 5 represents an abstract of adjustable autonomy formulation.
It summarizes the requirements’ structure and sequence of processing.

6.1 Autonomy representation

Autonomy representation provides an explicit means for autonomy measurement and manip-
ulation (Luck et al. 2003). It is a primary stage of adjustable autonomy. It entails explicit
attributes that enforce adjustable autonomy (Mostafa et al. 2014a). Without such enforce-
ment, an assignment could be subverted by an agent who simply fails or even refuses to carry
out the agreed upon tasks (Mercier et al. 2008a). Huber (2007) emphasizes that an agent’s
autonomy is imposed by external influences, which make it difficult to be defined only in
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Fig. 5 Adjustable autonomy formulation flow

terms of a single attribute. Table 4 presents the trade-off attributes/parameters that are used
for autonomy representation.

Some of these attributes are treated as indicators to other attributes. For example, perfor-
mance can be derived from complexity-level, time and goal-achievement or authority can be
derived from task-orientation, trust and confidence as shown in Fig. 6. The task-orientation
attribute might be derived from other sub-attributes (Mostafa et al. 2014c).

Selecting the best collection of autonomy attributes as criteria for autonomy formulation
is always a domain specific issue (Mostafa et al. 2013a; Huber 2007). It requires consider-
able analysis to the application domain requirements for manifesting optimal combination
(Mostafa et al. 2014a). The configuration of the attributes can take three forms:

e Derived from the specifications of actions, tasks or goals of a system, which we call an
operations autonomy as in Mostafa et al. (2013a) and Brookshire et al. (2004) works.

e Derived from the specifications of a system’s operators, which we call an operators
autonomy as in Mostafa et al. (2014a) and Huber (2007) work.

e Derived from both parties as in Mostafa et al. (2013b) and Sellner et al. (2006).

The values of the autonomy attributes can be retrospectively taken by analyzing past
situations or experiences (Sellner et al. 2006) or can be concurrently configured based on
analyzing present situations (Ball and Callaghan 2011). In some advanced models, past
and/or present situations determine the values of the autonomy attributes (Mostafa et al.
2014a; Mercier et al. 2008b).
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Table 4 Examples of autonomy attributes

Attribute Context Reference

Authority The right to make decisions Bradshaw et al. (2004), Mostafa et al.
(2014a), Lin and Goodrich (2015),
Mercier et al. (2008b), Mercier
et al. (2008a)

Complexity The difficulty of handling a problem Brookshire et al. (2004), Mercier

or completing a task et al. (2008a), Mostafa et al.

(2014c¢)

Confidence The assurance of the ability to handle Ball and Callaghan (2012), Alzahrani

Consistency
Dependency
Goal- achievement

Influence

Knowledge

Motivation
Performance
Risk
Task-orientation

Time

Trust

a problem or complete a task

The ability of continually deliver the
same performance

The reliance on others when handling
a problem or completing a task

The independency in a goal
generation and achievement

The effect of others on a decision
made or the resistance to the effect
(integrity)

The mental and physical abilities to
handle a problem or complete a
task

The act based on inner needs

The quality of actions in handling a
problem or completing a task

The potential failure of handling a
problem or completing a task

The association of a task through
position, location or situation

The process of handling a problem or
completing a task is constrained by
a time factor

The belief of the ability to handle a
problem or complete a task

et al. (2013), Scerri and Reed
(2001), Sellner et al. (2006)

Durand et al. (2009) and Schurr
(2007)

Bradshaw et al. (2004), Luck et al.
(2003) and Huber (2007)

Luck et al. (2003)

Huber (2007)

Bradshaw et al. (2004), Mostafa et al.
(2014a)

Luck et al. (2003) and Witkowski
and Stathis (2004)

Sellner et al. (2006) and Mercier
et al. (2008b)

Hexmoor et al. (2012) and Roehr
et al. (2010), Bush et al. (2012)

Mostafa et al. (2014c)

Johnson et al. (2012), Sellner et al.
(2006) and Cheng and Cohen
(2005)

Hexmoor et al. (2012), Luck et al.
(2003) and Roehr et al. (2010)

6.2 Autonomy measurement

Measuring autonomy of an agent or a multi-agent system is a complex process (Hexmoor
et al. 2012). It mainly relies on approximations (Rajabzadeh 2014; Roehr et al. 2010). The
measurement entails quantifying the autonomy of agents for its future behavior based on the
retrospective effect of its past behavior or present situations (Luck et al. 2003; Mostafa et al.
2014a). Nevertheless, quantifying autonomy enhances the performance of the autonomous
systems (Hexmoor et al. 2012). It helps in tracking, analyzing and predicting the performance
of the agents (Truszkowski et al. 2009). Consequently, autonomy measurement is a primary
operation for autonomy distribution and adjustment (Mostafa et al. 2014a).
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Fig. 6 A possible derivative of autonomy attributes

Hexmoor et al. (2012) introduce a quantitative measurement approach to different cases
of agents’ autonomy in a multi-agent environment. The cases they cover are decision and
action autonomy; user agent autonomy; and distributing autonomy among a group and for
different groups of agents along with the required measurements. They address the difficulty
of modeling an algorithm that dynamically matches and deploys an agent or a group of
agents with a task to be optimally achieved. Many autonomy measurements are proposed in
the literature and we provide insights about some of these in the following.

Let A be a set of agents, S € A a nonempty subset of agents and a € S is an agent. Let
P¢ represents an agent a performance according to a performance scale ratio measure when
only a is present. Let Pg represents the agent a performance when S agents are present; then,
according to Hexmoor et al. (2012), the autonomy of the agent a regarding the agent set S:

Pd
AL =5 3)
Py
The autonomy of the agent set S is:
S
A=Y @
aes
The autonomy of the agent set S regarding an agent b is:
Daes A
Ag _ aeS 2 (SUb))\{a} (5)

AS

In the above formulas, agents acquire autonomy based on their performance. An agent
that performs a wide range of activities is said to have higher autonomy and vice versa.

Roehr et al. (2010) propose a mixed-initiative sliding autonomy for the humans-robot
team. The autonomy distribution and adjustment are performed based on trust and self-
confidence which are measured based on human observation of the robots’ performance.
The computation of trust is confined to prior successes likelihood of tasks in which a task
corresponds to a specific autonomy as follows:

jla)=wP (;,a) + (1 =w)P(S) (6)

where j is a trust function, a is an autonomy level, w is a weight as min

1 number of samples
> minimumrequired samples

), P (S) is a prior probability of success and £ is a command
and environment parameters.
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Consequently, the computation of self-confidence is confined to the probability of suc-
cesses P (S) given a task as follows:
number of successful task execution

P(S) = - (7
number of task execution

They assume that the optimum autonomy configuration is reached when the system oper-
ates with 10% failure rate.

6.3 Autonomy distribution

In adjustable autonomy, an explicit mechanism is needed to demonstrate different kinds of
autonomy (Witkowski and Stathis 2004). This mechanism manages the operators’ roles of an
autonomous system. It concurrently updates the autonomy states of the operators in the sys-
tem. The autonomy distribution in the literature is performed based on different aspects which
include tasks type, teamwork setting, situations type and time factors. Considerable measures
for autonomy distribution might include agent authority, task complexity and environment
dynamism (Roehr et al. 2010).

Three main types are proposed for autonomy distribution in the literature: (1) the client
and the contractor (bilateral) which is a goal-oriented autonomy distribution type; (2) the
degree/level of autonomy is either increased or decreased bi-directional which is an operations
autonomy distribution and; (3) the multi-dimensional adjustable autonomy which is an action-
oriented autonomy distribution type.

e The bilateral adjustable autonomy: It is also called as a dichotomous adjustable auton-
omy. The bilateral type provides options of two autonomy states: autonomous and
non-autonomous (Inyiama et al. 2012). The autonomous state means the system is oper-
ated by agents while the non-autonomous state means that the system is operated by a
human.

e The bi-directional adjustable autonomy: It is a very common model in formulating
adjustable autonomy. The autonomy is scaled between fully- and non-autonomous states
(Roehr et al. 2010). There is a mechanism that switches between the autonomy states
and distributes the autonomy. A good example of the bi-directional adjustable autonomy
is the sliding autonomy approach (Lin and Goodrich 2015).

e The multi-dimension adjustable autonomy: Huber (2007) stated that “autonomy is a
complex and multi-faceted concept that cannot be determined by looking solely at a
single agent and that is best captured using a multi-dimensional model.” Subsequently,
researchers such as Mostafa et al. (2013a), Valero-Gomez et al. (2011), Johnson et al.
(2012) and Myers and Morley (2003) propose autonomy with multi-dimension. In a multi-
dimension adjustable autonomy, agents of a system perform different types of tasks. A
task completion entails performing actions. The actions of a task might have different
characteristics such as primitive (low-level), deducible (intermediate-level) or critical
(high-level) actions (Schermerhorn and Scheutz 2009). These actions are distributed
between dimensions of an autonomy spectrum. The agents that execute the actions of
a task operate at multi-dimensional autonomy (Mostafa et al. 2014c). Figure 7 shows
an example of autonomy distribution according to actions categorization proposed by
Bradshaw et al. (2002) and adapted by Moffitt et al. (2006).

The literature offers few autonomy distribution mechanisms, e.g., Mostafa et al. (2013a),
Johnson et al. (2012) and Huber (2007). The mechanisms enable agents’ and humans’ opera-
tors to perform actions according to adjustable autonomy. They manage the autonomy states
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Fig. 7 Autonomy distribution of actions (Bradshaw et al. 2002)

1 — Agent autonomously performs
2 =1 Agent decides on seeking inputs from agents
3 = Agent always seeks inputs from agents
,§ 4 = Agent decides on seeking commands from agents
i 5 = Agent performs commands of agents
§ 6 = Agent decides on seeking inputs from humans
:% 7 = Agent always seeks inputs from humans
8
9
10

Fig. 8 Autonomy distribution options of a system

of humans and the agents of systems. At some specific period of time, the operators have spe-
cific autonomy states and each autonomy state is vulnerable to change according to the system
needs (Bradshaw et al. 2002). The following figure shows ten autonomy state options of a
system. The autonomy states represent explicit autonomy degrees or levels. The autonomy
state options consider an agent’s compliance to other agents and humans.

Figure 8 can be viewed as a spectrum of adjustable autonomy in which the first option rep-
resents an absolute- or fully-autonomous state, the tenth option represents a non-autonomous
state and in between the two, there is a semi-autonomous region. Figure 9 depicts the spectrum
of adjustable autonomy.

Witkowski and Stathis (2004) propose a mechanism that distributes the autonomy to
agents based on their motivations. They divide the agents’ main operational activities into
five categories and each category has a specific autonomy state. An agent motivational state
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Fig. 10 Autonomy distribution of systems A and B (Miller and Parasuraman 2007)

determines its autonomy state and accordingly its activities. An agent’s motivation is adjusted
based on an argumentation process which is directed to achieve a given goal.

Reed (2005) proves, in an aircraft simulation, that autonomy distribution to agents creates
fixable autonomy and maintain better results. Figure 10 shows autonomy distribution through
the cycle runs of two systems A and B with varying levels of autonomy.

A group of researchers from NASA, Truszkowski et al. (2009), Bradshaw et al. (2004), and
Bradshaw et al. (2003) use adjustable autonomy for mixed-initiative adjustable autonomy.
They propose a human-centered adjustable autonomy model that integrates the Brahms and
KaoS agent frameworks. The model has mechanisms of interaction between human and
machine that enables the system to work in a collaborative manner. The model includes
scheduled and unscheduled activities, work practices emergency and resource management
modules. The aim of their work is to simulate realistic work situations of robots in space.

Cheng and Cohen (2005) propose a utility mechanism to distribute autonomy based on
time and cost measurements. The autonomy is divided into three states: fully-autonomous,
in which an agent decides on its own; partially-autonomous, in which an agent partially
transfers control to humans or other agents to seek feedback to improve its decision; and
non-autonomous, in which an agent transfers control to human to make a decision.

Durand et al. (2009) propose a hybrid control architecture of a mobile robot that consists of
decision and execution levels. They propose an Inconsistency Detection Mechanism (IDM)
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Fig. 11 The autonomy distribution of a mobile robot (Durand et al. 2009)

to notify a human supervisor to switch between autonomy states. The autonomy is divided
into six states and each state corresponds to specific tasks to be autonomously performed by
a set of executable functions. The states are autonomous planning, autonomous navigation,
path following, obstacle avoidance, cartesian teleportation and joint space teleportation. The
human based on the IDM feedback switches between the autonomy states to assist the mobile
robot in encountering complex situations. Figure 11 shows the six autonomy states of the
proposed mobile robot autonomy distribution architecture.

Tipaldi and Glielmo (2015) propose a layered architecture for autonomy distribution. The
architecture divides the autonomy into a number of operational autonomy levels. Markovian
decision mechanism distributes the autonomy between the operational levels. The work is
intended to be applied to autonomous spacecraft.

6.4 Autonomy adjustment

The autonomy adjustment is a process of redistributing the autonomy among system’s oper-
ators according to some specific causes or reasons (Schurr et al. 2009). The adjustment is
directed to change one or more of the following in a system:

e Adjusting authorities: changing the rights of acting permissions.

o Adjusting responsibilities: changing tasks’ delegations.

e Adjusting possibilities: changing decisions’ options.

e Adjusting capabilities: changing operators’ behaviors, skills or resources.

The autonomy adjustment is triggered due to different reasons such as seeking assistance,
situation awareness or coordination and cooperation (Johnson et al. 2012; Roehr et al. 2010).
The adjustment objective is to prevent the occurrence of error or failure. A primary challenge
in adjustable autonomy design is the determination of the need for the autonomy adjustment
(when and how). A solution is to formulate a measurement mechanism that determines the
autonomy adjustment as shown in Fig. 12.

Amalberti (2006) proposes a mechanism of autonomy adjustment that is efficient in
dynamic environments. The mechanism identifies the need for an adjustment when a system
encounters unplanned event. It is built based on a transmission time metric in which the
adjustment causes the system to transit between two autonomy modes as follows:
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Fig. 12 The autonomy adjustments in the TAROT project (Zieba et al. 2011)

Trransirion = Tperecrion + Tpecision + Tswirch ®)

where TrransiTion 1s the total transition time, Tperecrion 1s the adjustment need identi-
fication time, Tpgcysion is the adjustment level or value decision time and Tswircy is the
switching time to the decided upon autonomy mode.

Autonomy adjustment of agents can be internally made based on the agents’ desires as an
internal adjustment or given by a third party as an external adjustment (Zieba et al. 2011; Luck
et al. 2003; Sellner et al. 2006). In the internal or self-adjustment, an agent’s internal state is
responsible for autonomy adjustment (Huber 2007; Lewis et al. 2013). External adjustment
can be performed by a human, e.g., through a Graphical User Interface (GUI), an algorithm
or other agents via directly adjusting an agent’s autonomy parameters, or indirectly adjusting
some activities of a system (Myers and Morley 2003; Alzahrani et al. 2013; Reed 2005).

6.4.1 Internal adjustment

Many researchers argue that autonomy adjustment is an inner process that an agent itself
reasons and assigns based on its local observations and not a separate mechanism that is
performed by a third party (Vecht et al. 2008; van der Vecht 2009; Witkowski and Stathis
2004). An internal adjustment entails that the agent by itself manages its autonomy (Cheng
and Cohen 2006). It implies fully-autonomous agent, since, the agent by itself is controlling
its autonomy state. This approach promotes a flexible decision-making capability to agents
and reduces human workload (Myers and Morley 2003; Cheng and Cohen 2005). An example
of an internal adjustment usefulness is when an agent seeks a human assistance but the human
does not respond to the agent due to some reasons, then, the agent should be able to take
the initiative and act on his own. The internal autonomy adjustment mechanism can be a
separated module or embedded within the agent architecture. It is clearly useful in the case
of a learning agent and when the agent adopts new goals (Lewis et al. 2013).

6.4.2 External adjustment

In ambiguous and uncertain circumstances, an agent’s behavior needs to be guided to make
successful decisions (Zieba et al. 2011; Cote et al. 2013). External adjustment is meant
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to prevent undesirable decisions that might cause serious unintended consequences, hence,
manifesting reliable systems (Schurr et al. 2009; Petersen and Von Stryk 2011). Consequently,
the external adjustment implies interventions in agents’ decisions and mainly by humans (Ball
and Callaghan 2012; Bradshaw et al. 2004). Interventions can be made on the agents directly
by adjusting their autonomy states via a GUI or indirectly by adjusting some activities of
the system (Mostafa et al. 2013c; Sellner et al. 2006). Some external autonomy adjustment
methods are as follows:

1. The external adjuster selects an appropriate autonomy state for an agent. The autonomy
state selection implies some tasks to be completed by the agent.

2. The external adjuster modifies the solution that is proposed by some agents.

3. The external adjuster interacts with the agents to cooperatively achieve some tasks.

4. The external adjuster takes full control in achieving a particular task.

6.4.3 Flexible adjustment

The existence of both the internal and external adjustment capabilities in a system manifests
flexible autonomy (Alan et al. 2014). Jennings et al. (2014) state that flexible autonomy
“allows agents to sometimes take actions in a completely autonomous way without reference
to humans, while at other times being guided by much closer human involvement.” Flexible
adjustment implies interventions in agents’ autonomy management. As mentioned before,
with a flexible adjustment, the system benefits from both the agents’ internal adjustment that
provides flexible decisions and reduces human workload and the external adjustment that
provides reliable actions via enabling a human global control. However, the main drawback
of flexible autonomy is the disturbance that results from the possible conflict between the
internal adjuster and the external adjuster which destabilizes the system.

6.5 Human-agent interaction

The principle idea of Human—Agent Interaction (HAI) is that machines’ and humans’ abilities
are complementary and they are likely to provide better performance when joined efficiently
than when acting separately (Birk and Pfingsthorn 2006; Petersen and Von Stryk 2011). The
decision of the interaction can be made by agents or humans depending on the situation
that the system encounters (Sycara and Sukthankar 2006). The interactions have a positive
impact by increasing the initiatives and negative impact by exposing the system to disturbance.
The literature suggests several scenarios for HAI when agents share control with humans.
Figure 13 shows possible configurations of HAIL

The HAI consists of heterogeneous entities for which autonomy can be viewed as the
ability of agents to perform independently or with lesser intervention from humans (Vecht
et al. 2008; Freedy et al. 2008; Cheng and Cohen 2005). Some researchers suggest that
interactions affect agents’ autonomy (Hexmoor et al. 2012; Reed 2005). In contrast, others
suggest that when an agent interacts with a human, it still autonomously decides on the
interaction and the human intervention or assistance does not affect the autonomy of the
agent (Fleming and Cohen 2004).

Fleming and Cohen (2004) and Cheng and Cohen (2005) highlight the challenges of for-
mulating initiatives for agents’ decisions of interactions. Fleming and Cohen (2004) propose
a computational model for autonomous agents to reason about the needs for interaction with
humans. The model has a utility function that enables the agents to decide on the interaction
based on costs and benefits measures. Cheng and Cohen (2005) also propose a utility function
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Fig. 13 A spectrum of an agent roles in HAI (Bradshaw et al. 2002)

that enables the agents to reason about the needs for interaction but based on time and cost
measures. However, both models do not consider the possibility of humans’ interactions with
agents.

In some HAI systems like personal assistant agents, the agents comply with a human
(Mercier etal. 2008b; Scerri et al. 2012). For this type of interaction, Myers and Morley (2003)
propose consultative and permissive actions for HAI. The consultative actions enable the
agents to seek feedback from a human in order to pursue them. The permissive actions enable
the agents to elicit authority from a human in order to pursue them. This categorization of
actions improves HAI in which agents interact for a particular reason. Alzahrani et al. (2013)
set policies to manage autonomy adjustment. Some of which are certified to do the HAIL

However, there are several perspectives of HAI including the problem that triggers the
interaction, the teamwork that intends to handle the problem and autonomy distribution
between the team members. Each of these perspectives has several issues that need to be
considered in HAIL. Some of them are summarized in Table 5.

7 Adjustable autonomy applications

Autonomous system applications are meant to facilitate humans’ life. People have different
characteristics, as a result, their preferences, living styles, trust and confidence regarding
autonomous systems differ (Ball and Callaghan 2011). Alzahrani et al. (2013) state that
people prefer lower autonomy for systems that directly interfere with their personal activities
and higher autonomy for multiple-user and public systems such as lighting and cooling
systems. Many surveys discuss autonomy influence on people and validate the usefulness of
adjustable autonomy applications (Ball and Callaghan 2012). Adjustable autonomy covers
a wide range of application domains including robotics, unmanned systems, smart homes,
electronic commerce, organizational coordination, and space missions.
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Table 5 Issues of HAI modified from Bradshaw et al. (2003)

Perspective Issue

Problem perspective Is the problem achievable?
Is the problem routine or new?
Is the problem high or low priority?

What types of solution strategies are
matching with the problem?

What dependencies are considered?
How is the problem state evolving?
Is the problem solution satisfactory?
Teamwork perspective How did we get into this state?
What are they doing now?
Why are they doing it?
Are they having difficulties? Why?
What are they doing to cope with difficulties?
Are they likely to fail?
How long will they be busy?
What will they do next?
Autonomy perspective Who should make the decision to do the interaction?
When is the interaction required?
How the decision of the interaction can be implemented?
What type of actions is fully autonomous?
What type of actions is not autonomous?
What type of actions is semi-autonomous?

How can the system handle each of them?

7.1 Robotics

In this section, we review the application of adjustable autonomy in robotics. Adjustable
autonomy is mainly used as a means to model human—robot cooperation (Zieba et al. 2010).
It basically considers the options of human-robot teaming and its related issues like interac-
tivity, initiative, intuitiveness, and independence (Schwarz et al. 2014).

Birk and Pfingsthorn (2006) use the concept of agents and adjustable autonomy to model
a Human-Machine Interface (HMI) for rescue robots. Their research considers the part of
improving direct control, visualization and the portability of the hardware. The second part
emphasizes on the robot dynamically adjusts its control based on the situation need and
the human user preferences. The autonomy is distributed and adjusted according to the
environment inputs and needs of the implemented missions.

Similarly, Schermerhorn and Scheutz (2009) propose adjustable autonomy for Human—
Robot Interaction (HRI). They argue that the robot should reason about its compliance with
the human commands to avoid mistakes. This issue entails implementing internal autonomy
distribution and adjustment mechanisms. The autonomy distribution and adjustment consider
the parameters of goal priority that indicate its benefit (i.e., importance and urgency) and time
thatindicates the cost. The study shows that adjustable autonomy enhances human-robot team
performance. It further shows that adjustable autonomy reduces the human cognitive load.
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Fig. 14 An adjustable autonomy for a mixed team (modified from (Roehr et al. 2010))

Roehr et al. (2010) propose a mixed-initiative sliding autonomy for a humans-robot team.
The sliding mechanism segregates the autonomy to fully-autonomous, mixed-initiative and
manual states. The autonomy distribution and adjustment are performed based on trust and
self-confidence measures which are performed by a human. Figure 14 illustrates the system’s
performance according to the proposed adjustable autonomy.

Valero-Gomez et al. (2011) study the impact of adjustable autonomy on HRI scalability.
They evaluate the performance of two adjustable autonomy models to identify their interac-
tions scalability quality. In the first model, a human takes full control over robots when the
control is switched to him/her. In the second model, the human controls specific activities
of the robots and the robots dynamically maintain other activities. The results show that the
robots that use the second model perform better and the second model is found more usable.

Carlin et al. (2010) propose adjustable autonomy for human—agent coordination and
cooperation. They develop the CHAMP model (Coordinating with Humans by Adjustable-
autonomy for Multi-robot Pursuit) that is simulated for military purposes. The challenge
of the CHAMP model is to operate in an environment that incorporates small-unit tactical
team and semi-autonomous robots team effectively. Both teams are dynamically controlled
via distributed optimization strategies to perform the coordination and operate via adjustable
autonomy. The aim of the CHAMP model is to dynamically adjust the coordination of the
robots’ team towards goal achievement based on the dynamics of the mission. Figure 15
shows the CHAMP robot and its related platforms.

Rau et al. (2013) study the effects of a robot’s autonomy on humans’ decisions. The
robot’s autonomy is scaled into ten levels from non-autonomous to fully-autonomous. Each
level represents different autonomous capabilities. For example, in one level, the robot only
suggests actions, while on another level, it acts autonomously. The study measures the reli-
ability (trust and credibility) and workload as assessment factors (Cheng and Cohen 2006).
The results show that when the robot operates in higher autonomy level, it contributes greater
impacts on the humans’ decisions than when it operates in the lower autonomy level. The
higher autonomy level significantly extenuates the humans’ workload and gradually acquires
their trust.

Petersen and Von Stryk (2011) proposes a supervised agent-based adjustable auton-
omy model for human-robot teams. The model has a situation overview technique that
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Fig. 16 A supervised adjustable autonomy model of a robot (Petersen and Von Stryk 2011)

insights a human supervisor about the robot’s conditions and a query mechanism to perform
the interaction. The situation overview technique shows the human supervisor informa-
tion about the system’s current state, the environment, and the mission through a GUL
The query mechanism distributes the autonomy between the robot and the human. The
model considers the contribution of both the agent and human in the autonomy distribu-
tion and adjustment. Figure 16 shows the proposed supervised adjustable autonomous robot
model.

The actions of the system are categorized based on an operational hierarchy from high-level
commands to low-level actions. Human interactions are limited to the high-level commands
to minimize system disturbance via excluding human interference in the operational loop.
The model is tested via experimenting and simulating urban search and rescue. It is able
to maintain an autonomy level that allows the robot to cope with difficult situations. The
research finding confirms the need for human supervisors for autonomous systems in the real
world and dynamic environment.
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Fig. 17 Hector UGV (Petersen and Von Stryk 2011)

7.2 Unmanned systems

Unmanned systems are considered as mission-specific solutions. They are deployed to oper-
ate on the ground, Unmanned Ground Vehicles (UGV); on the air, Unmanned Aerial Vehicle
(UAV); on the water, Unmanned Surface Vehicles (USV); underwater, Unmanned Underwa-
ter Vehicles (UUV) or both surface and underwater, Unmanned Maritime Vehicle (UMV).
Figure 17 shows Hector, a UGV autonomous system which is equipped with several sensors
and is capable of exploration missions.

Adjustable autonomy is an essential part of unmanned systems development (Scerri et al.
2009; Schwarz et al. 2014). Recently, the development of adjustable autonomous unmanned
systems represents the cutting edge for many technology companies. The technology is used
in many applications including reconnaissance, surveillance, inspection, terrain mapping and
photography tasks. Figure 18 shows an experiment of applying adjustable autonomy ina USV
for solving a real-world challenge of flood disaster mitigation.

The most common adjustable autonomy in unmanned systems considers applying the
behaviors of sensing, processing and actuating (Moffitt et al. 2006; Parasuraman et al. 2008;
Insaurralde and Lane 2014). de Brun et al. (2008) define adjustable autonomy of unmanned
systems as “a mechanism that enables a change in the autonomous level of an unmanned
system during mission execution.” In general, there are four levels of autonomy that determine
humans’ roles and interactions with unmanned systems (Lin and Goodrich 2015; Lewis et al.
2013; Fagnant and Kockelman 2014):

e Operated autonomy: The system operates based on humans’ instructions.

e Delegated autonomy: Humans delegate authority of operations to the system.

e Supervised autonomy: The system autonomously operates but susceptible to humans’
intervention.

e Full-autonomy: The system operates without interventions.

Reed (2005) proposes an adjustable autonomy model for UAV. He defines adjustable
autonomy as a spectrum that ranges from fully-autonomous to non-autonomous command
driven autonomy. The agents are distributed in a hierarchy of different autonomy levels
as contractors with higher autonomy levels, as engineers with lower autonomy levels. The
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contractor and engineer agents negotiate and cooperate to achieve piloting tasks. The auton-
omy is adjusted based on the capability of the agent to complete the given task. When an
agent’s states indicate no progress, it is switched with another agent. The model is validated
via simulated pilot application using End-user Actor Specification Environment (EASE). A
human can add, remove and suspend agents and manipulate their parameters through a GUI.
Figure 19 shows the architecture of the system.
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Fig. 20 The adjustable autonomous agent of Zieba et al. (2011)

Zieba et al. (2011, 2010) propose an adjustable autonomy model with human—machine
cooperative ability. They address the need for dynamic autonomy distribution and adjustment
mechanisms in highly dynamic environments or high workloads. The model manages the
interaction and the cooperation between humans and agents. Humans assist agents to handle
difficult situations that the system encounters in three cases: interference, prevention, and
recovery. Both humans and agents are capable of adjusting the autonomy. The agents operate
in three functional levels of deliberate-level, decisional-level and operational-level as shown
in Fig. 20. The autonomy of agents is formulated according to two dimensions: (1) semantic
dimension, which represents agents’ skills, capacities and prescriptions to perform a particular
task, and (2) activity dimension, which contains the three functional levels. Autonomy is
measured based on risk assessment. It considers a human error in the assessment loop. The
model is simulated in a three-dimensional environment of a UGV system to accomplish
object detection and tracking tasks.

Bushetal. (2012) propose an Autonomous Robot Control via Autonomy Levels (ARCAL)
model. The ARCAL aims to dynamically distribute the autonomy of a system according to a
confidence level of amission’s success. The model has arisk and trust assessment mechanisms
that support the confidence level of the mission. The risk is measured via considering two
factors: the probability of mission failure and uncertainty of the planning decisions. Agents
request human intervention based on the risk, which determines the type of the intervention
and hence the autonomy level. The model is simulated in a natural disaster recovery of UGV
and UAV systems. The UGV performs the main mission’s tasks while the UAV performs
the scouting mission’s tasks. The UAV assists the UGV and calculates the expected risk.
Figure 21 shows the ARCAL model.

Cote et al. (2013) propose a Human Help Provider in a Markov Decision Process-based
(HHP-MDP) adjustable autonomy model. The HHP-MDP model works as a middle ground
between autonomous agents and a system. It integrates a human supervisor feedback in the
agents’ decision process. The feedback represents the human’s observation and it intends to
help the agents in critical situations when the agents (1) lack information or (2) reach some
looping states. The human feedback is translated into a policy and the policy is processed
according to transition and reward functions and performed via a Markov Decision Process
(MDP) algorithm. The MDP algorithm outcomes are associated with states and actions and
integrated within the agents’ decision processes. The autonomy adjustment is valid only when
the human supervisor conducts an intervention. The proposed adjustable autonomy model is
designed to be implemented in a UAV system.
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7.3 Other applications

Myers and Morley (2003) propose a Taskable Reactive Agent Communities (TRAC) model
for HAI using adjustable autonomy. The TRAC model considers the agents’ capability of
deciding at different degrees of autonomy and studies their tasks accomplishment. The model
aims to achieve reliable autonomous systems through a human directability of agents. Human
supervisor defines policies to influence agents’ actions. Human intervention is customized in
TRAC to overcome unexpected situations and ensure better preference. The TRAC is applied
in an Intelligence Gathering and Emergency Response (TIGER) simulation.

A survey conducted by Ball and Callaghan (2011) reveal people’s impression about
autonomy in smart homes. The autonomy of a smart house is organized into four levels:
fully-autonomous, semi-autonomous with low and high autonomy, and non-autonomous.
The results of the survey show that different people prefer different levels of autonomy in
different situations and for different sub-systems. In time, peoples’ views about the auton-
omy level configuration may shift as a consequence of their experience with the technology
(Ball and Callaghan 2012). The survey concludes that peoples’ attitudes are directed towards
adjustable autonomy. They perceive a preferred autonomy configuration to complete a par-
ticular task based on the task performances.

Consequently, Waytz et al. (2014) study people’s opinions about personified agent-based
autonomous systems. They acquire people’s preferences to a normal car, autonomous car and
autonomous car with humanoid or anthropomorphic features. The preference measurement
attributes are anthropomorphism, liking, and trust. The study shows that people prefer human
like attitudes of reasoning and interaction.

Alzahrani et al. (2013) propose an adjustable autonomy model for Adaptive Course
Sequencing Application (ACSS) of intelligent tutoring system. The model is meant to improve
students’ learning. Particularly, the adjustable autonomy makes the ACSS flexible via adjust-
ing its tutoring agents to an autonomy level that fits students’ needs. The tutoring agents
perform learning guidance actions via setting the learning objects sequence according to the
students’ profiles analysis results. The tutoring agents reasoning engine contains a set of rules
that are conditioned based on the students’ profiles. The rules have confidence level values that
indicate each rule usage number. Active rules have high confidence levels and potential rules
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have lower confidence levels. The adjustable autonomy model enables the students to adjust
the autonomy of the tutoring agents to intervene some of their rules in order to change the
presentation of the learning objects. The autonomy adjustment options are: (1) full-autonomy
is the default setting in which the tutoring agents take full control; (2) partial-autonomy, in
which the tutoring agents recommend and the students choose, and (3) none-autonomy in
which the students manually choose the presentation of the learning objects.

Rajabzadeh, [52] propose an adjustable autonomy model to minimize smart grid power
network system disturbance during system’s operation. Agents’ autonomy over the environ-
ment is denoted as authority. The authority is evaluated according to the agents’ dependence
on others when achieving their goals (i.e., Hexmoor et al. 2012 approach). Autonomy distri-
bution and adjustment are formulated via access control mechanism according to the agents’
authority. The system disturbance reduction results from permitting authority to less depen-
dent agents. The proposed model improves system’s performance and reduces the effects of
some constraints.

8 Adjustable autonomy assessment

Autonomy assessment of a system is the process of measuring, evaluating and validating the
behavior of the autonomous system in its environment (Mostafa et al. 2015b). The assessment
covers different aspects of the system which might include human standpoint assessment such
as reliability, usability, dependency and technical standpoint assessment such as flexibility,
viability, and decision choice quality (Mostafa et al. 2015a; Parasuraman et al. 2008). Assess-
ing the autonomous capabilities of systems is a challenging process due to many reasons. The
United State army considers the capabilities of observation, perception, situation awareness
and decision-making in the autonomy assessment of systems (Insaurralde and Lane 2014).

Adjustable autonomy opens the door to autonomy assessment because of its qualitative
and quantitative features. Principally, adjustable autonomy assessment concerns with the
disturbances that result from autonomy distribution and adjustment between humans and
agents (Valero-Gomez et al. 2011; Zieba et al. 2010). For example, Durand et al. (2009)
assess the autonomy of a UAV by measuring its performance consistency. They identify
the inconsistencies sources in the UAV via its physical parts, algorithms and a number of
approximations.

8.1 Assessment methodologies

Autonomy assessment in the literature considers quantitative and qualitative measures. Quan-
titative assessment contributes a number of measurement metrics. The matrices help to trace
a system’s process flow and identify deficiencies that need to be fine-tuned (Rajabzadeh
2014). However, the meaning of the results is hard to understand (Mercier et al. 2008a). On
the other hand, a qualitative assessment is an important methodology, especially, for complex
autonomous systems or reactive automation that are difficult to be quantitatively measured.
Subsequently, there are two main methodologies to assess autonomy as follows:

e Expert assessment: It is mainly a qualitative assessment that focuses on a system’s
development aspects. Experts assess the autonomy requirements of a system and their
specifications according to some guidelines or criteria (Insaurralde and Lane 2014). The
requirements might include system’s goal, interaction, usability, autonomy distribution
organization, environment, decision-making and situation awareness.
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e Computational assessment: It is a widely-used autonomy assessment methodology, espe-
cially, in robotics and unmanned systems. The computational assessment implies a
quantitative measure for a workable or a simulated autonomous system (Roehr et al.
2010; Huang et al. 2009). It is achieved via implementing measurement metrics to assess
the autonomy of a system based on its performance. The measurement metrics con-
sider two dimensions: (1) performance, independence from human, successfulness and
consistency, (2) complexity, of the environment and the goal achievement.

8.2 Assessment attributes and criteria

There is no general term or specific matrix that can be used in the autonomy assessment
process (Insaurralde and Lane 2014). This is due to the autonomy models that are tightly
coupled with a wide range of application domains (Mostafa et al. 2013a). Subsequently,
the notion of autonomy assessment is a loosely defined term. The commonly used notions
in the autonomy assessment literature are the attributes of usability, viability, effectiveness,
efficiency and resilience (Mostafa et al. 2015a). These attributes are defined by a number of
criteria. The criteria are associated with the assessed autonomous system domain.

Conceivably, an individual attribute is not sufficient to assess the autonomy. Parasuraman
etal. (2008) show that reliability consideration only as an autonomy attribute is not sufficient.
There are other critical demands of autonomous systems that need to be fulfilled. Hence, we
see a combination of different attributes is used in the literature in autonomy assessment. The
following includes a number of autonomy assessment examples.

Insaurralde and Lane (2014) define autonomy usability as the ability of an autonomous
system to successfully perform actions without human intervention. Hence, the usability
entails measurement to human workload (Jennings et al. 2014; Schwarz et al. 2014; Naderpour
and Lu2013). Ball and Callaghan (2012, 2011) define autonomy usability according to human
users’ preferences.

Roehr et al. (2010) consider efficiency and reliability as attributes for autonomy assess-
ment. These are aimed to maximize overall system autonomy and ensure better performance.
Autonomy efficiency is defined by the criteria of interaction constraints, e.g., cost and number
of successes in performance. Autonomy reliability is measured according to the criteria of
the cost of losing, damaging or replacing the autonomous system.

Miller and Parasuraman (2007) define a viable autonomy for a UAV system via autonomy
usability and flexibility. They measure usability according to the criteria of human men-
tal workload, user satisfaction, and overall system performance. They measure autonomy
flexibility according to HAI and situation awareness capabilities. Consequently, Parasura-
man et al. (2008) define a viable autonomy by its ability to reduce human mental workload,
situation awareness, and reliable performance.

Mostafa et al. (2015a) define a viable autonomy by three autonomy attributes: usability,
flexibility, and reliability. The autonomy usability is defined by applicability, complexity,
domain independence and human user satisfaction. The autonomy flexibility is defined by
the reasoning initiative of HAI in which both humans and agents are involved in the autonomy
distribution and adjustment process; the autonomy has a representation down to the action
level and there are situation awareness capabilities. The autonomy reliability is defined by
human’s authority of control and system resistance to disturbances.

Zieba et al. (2010, 2011) consider resilience as the main attribute in assessing adjustable
autonomy. The resilience measurement considers other attributes of efficiency, adaptability,
stability and interaction capabilities (i.e., autonomy flexibility as in Cheng and Cohen (2005)).
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Finally, De Visser et al. (2008, 2010) consider system’s ability of situation awareness as key
criteria of autonomy assessment.

8.3 Assessment techniques

Applying adjustable autonomy to a system causes a number of drawbacks. The drawbacks
include increased human operator workload, system’s disturbances, and autonomy constraints
problems (e.g., the flexibility of decisions). These drawbacks are crucial when the sys-
tem is operating in a dynamic environment. The literature proposes different assessment
techniques to investigate the adjustable autonomy drawbacks and the following are some
examples.

Sellner et al. (2006) focus on assessing human operators’ ability in controlling sliding
autonomy of robots. They address that humans’ responses are the bottleneck of system’s
responses’ speed compared with other autonomous entities. Nevertheless, autonomous agents
with uncertainties need humans’ assistance to perform successful actions.

Insaurralde and Lane (2014) propose a measurement metric for UMV autonomous capa-
bility assessment. The assessment objective is to configure satisfactory autonomy degrees or
levels for the UMV system. They assess the autonomy by two measurement metrics: Degree
of Autonomy which is a real number, the value of which indicates the amount of autonomy
that the system has and Level of Autonomy which is a natural number that indicates the grade
of operations that are autonomously performed. They define the autonomy measurement via
the usability of an autonomous system with or without human intervention. Figure 22 shows
the proposed autonomy assessment technique for UMV.

Situation awareness assessment is another technique that measures, evaluates and vali-
dates a process, procedure or mental ability of a system. It investigates the flow points in
a system that might cause or caused risk or failure (Wardzifiski 2006) Situation awareness
assessment techniques have been used to assess the operational autonomy of many systems,
e.g., Naderpour and Lu’s (2013) technological disaster avoidance system.

Scholtz et al. (2004) propose a situation awareness assessment technique for the human—
robot interface. It is applied in a vehicle-based robotic autonomous system to evaluate the
supervisory interface of HRI. The human supervisor should be aware when the vehicle is in
risk or trouble and provides assistance. The interface informs the supervisor about the system,
the environment, and the route. The supervisor is timely notified about the system’s attitude

assessment UMYV autonomy
metrics assessment

Specify levels obtain levels of
of automation autonomy

4 L

calculate degrees - distribute levels
of autonomy of autonomy

Fig. 22 The assessment process of a system’s autonomy (Insaurralde and Lane 2014)
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(i.e., normal, cautionary or hazardous) to do the required assistance. The results show that
the autonomy assessment is correlated with the given workload and time.

9 Discussion

The required degree or level of autonomy to which operators of humans and agents adhere is a
highly-debated topic (Hexmoor et al. 2012). Researchers argue that strict minimal autonomy
to agents is sufficient in producing reliable systems, while others deliberate that agents with
fully autonomous capabilities represent an essential aspect of advanced intelligent and flexible
systems. Adjustable autonomy is proposed to provide a variable range of autonomy to agents.
The autonomy adjustment within this range determines the autonomous capabilities of the
agents including the operational roles and intervention rules.

Autonomy adjustment represents an interventional power that redistributes the operational
control between humans and agents of a system. The adjustment can be internally made by
an agent or externally set by human or other systems. The agent must be equipped with
mechanisms that enable it to trigger or respond to the adjustment. The adjustment affects
the agent’s decisions and actions. It either changes the ability of the agent to make some
particular decisions or influences the decisions and the final outcome.

Adjustable autonomy incorporates flexibility to autonomous systems’ development in a
generic way. The literature proposes different adjustable autonomy approaches to overcome
some of the autonomous systems’ challenges. Figure 23 summarizes the proposed approaches
and their associated requirements. The approaches are categorized according to humans’
role, adjustable autonomy structure, and adjustable autonomy application mechanisms in an
autonomous system.

Each of the adjustable autonomy approaches attempts to achieve different objectives.
For instance, the teamwork and the supervised adjustable autonomy are built upon setting
human roles in the autonomous system operation. The teamwork-centered approach improves
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[ o, Measurement
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[ Degrechased ] structure Adjustable Distribution
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Fig. 23 Adjustable autonomy approaches and requirements
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the team performance for the systems. The supervised adjustable autonomy approach
improves the autonomous capabilities of systems. The degree and level-based approaches
improve the autonomy distribution and adjustment. Subsequently, different combinations
or hybrids of approaches can be adopted to satisfy different objectives. It is clear that the
teamwork-centered or supervised adjustable autonomy approaches can be combined with
other approaches. For instance, Moffitt et al. (2006) propose a policy-based mixed-initiative
adjustable autonomy and Cote et al. (2013) propose a policy-based supervised adjustable
autonomy.

However, until today, there is no specific model or algorithm that yields viable adjustable
autonomy. The following issues pinpoint the shortcomings of adjustable autonomy research
according to this study.

e Autonomy distribution is a flexible structure that manages dynamic autonomy configu-
ration in a system’s operation. It is considered as the backbone of adjustable autonomy.
However, autonomy distribution in some systems is found to be scattered within the
autonomous system design. It is mostly human-based as in the case of the mixed-initiative
and the sliding autonomy, e.g., Cote et al. (2013) and Lin and Goodrich (2015) approaches
which constrain agents’ autonomy flexibility and increase human’s workload.

e There are a few attempts in the literature that include users’ preferences in adjustable
autonomy (Ball and Callaghan 2012; Durand et al. 2009). The autonomy distribution
and adjustment operations can be employed to satisfy a system user’s preference (Waytz
et al. 2014). For example, the Internet of Things research can be a suitable coverage to
users’ preferences in adjustable autonomy.

e Software agents and adjustable autonomy are integrated into many autonomous Sys-
tems. However, there are a few attempts to develop a software agent model that can
efficiently perform in an environment with adjustable autonomy (Mostafa et al. 2013b).
Consequently , developing adjustable autonomous agents demands explicit mechanisms
to determine agents’ variable ranges of autonomy and its related measures (Johnson et al.
2012; Alzahrani et al. 2013).

e Situation awareness is an important aspect of autonomous systems’ development (Roehr
et al. 2010). We found that there are a few attempts to apply situation awareness in
adjustable autonomy. It can be used to determine when and how a human should intervene
(Petersen and Von Stryk 2011).

e Most of the adjustable autonomy research results are obtained based on simulation pro-
grams, e.g., Bush et al. (2012) and Pantelis et al. (2014). Many important considerations
about the constraints of the real-world and dynamic environments might be neglected in
the simulations’ settings (De Visser et al. 2008; Insaurralde and Lane 2014), hence, the
results might lack valid testing.

10 Conclusion

This paper presents a Systematic Literature Review (SLR) on adjustable autonomy. The
applied SLR methodology has three phases of Plan Review, Conduct Review, and Document
Review. It structures the review process and provides search strategies that reduce the bias
of the study. The study reviews more than 171 references that include papers, articles, and
books. It summarizes and analyzes more than 87 sources that focus on adjustable autonomy
formalization of multi-agent systems.
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The paper provides a comprehensive review of adjustable autonomy and highlights its
research challenges. The paper contributions manifest solutions to three research question
pertaining to adjustable autonomy formulation of multi-agent systems. Answering these
questions adds value to adjustable autonomy research progress. We summarize the paper’s
contributions in the following points:

e Itidentifies seven adjustable autonomy approaches and assesses their utilities. This con-
tribution could help researchers to select and apply a convenient adjustable autonomy
approach for their work.

e It specifies six general requirements of formulating adjustable autonomy which are: rep-
resentation, measurement, distribution, adjustment, HAI and assessment. Some of these
requirements are not clearly specified or found to be combined with others. This contri-
bution offers a complete framework for adjustable autonomy researchers in developing
adjustable autonomy models. It supports a dynamic spectrum of autonomy distribution
and works beyond discrete autonomy configuration.

e [t presents the various adjustable autonomy assessment techniques and their criteria.
The assessment techniques could be deployed to evaluate the abilities or configure the
autonomy distribution of autonomous systems.

e It summarizes the adjustable autonomy research contributions and identifies five research
gaps. The research gaps include problems which have not been appropriately or com-
pletely solved. The current adjustable autonomy research lacks advanced autonomy
distribution mechanisms, application of user preferences, agent models that are designed
to be compatible with adjustable autonomy, deployment of situation awareness tech-
niques to improve adjustable autonomy and valid testing platforms.
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